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Abstract — Much research effort has recently been
devoted to the design and implementation of high linearity
feed-forward power amplifier for wireless communication
systems. This paper presents two novel DSP (digital signal
processing) algorithms that can substantially improve the
tracking performances of the adaptive control loops. Both
computer simulation and experimental results are included
for verification.

I. INTRODUCTION

It is well known that feed-forward method provides the
highest accuracy and stability for broadband application,
in compared to other linearization approaches such as pre-
distortion and feedback techniques. The operation of feed-
forward system is based on the subtraction of two almost
identical signals, and thus this method is very sensitive to
the change of operatmg conditions such as temperature
and component ageing. As a result, adaptive control
circuitry is often required to compensate for such
parameter drift [1].

In the analog implementation of adaptive scheme, the
DC offset associated with the electronic components can
result in incorrect convergence. To solve this problem,
several approaches based on DSP techniques have been
proposed recently. The power minimization method [2] 1s
simple to implement, but it suffers from many drawbacks
such as long convergence lime. Alternatively, the
gradient-based adaptation scheme may be employed in
which the control parameter is obtained by taking the
correlation between the reference and the estimated
signals [3]. In [4], the recursive least-square method is
also described. In this paper, two new DSP algorithms are
proposed to improve the tracking performances of the
control loops.

Ii. FEED-FORWARD POWER AMPLIFIER (FFPA)

Fig, 1 shows the basic configuration of a DSP-based
adaptive feed-forward power amplifier, which consists of
two signal cancellation loops: error extraction loop and
error cancellation loop. In the gradient-based adaptive

scheme, the complex control parameters are constantly
updated by the following equations:

olnl=aln—11+ K v, [nlv] [n] | ()
Blnl=pln-1]+Kzv,, [nlv.[n} 2)

where v;[n], v.[n] and v;,[n] are the sampled values of the
corresponding down-converted signal waveforms.
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Fig. 1 DSP Based Adaptive FFPA

Furthermore, a main-tone suppression loop [3] may be
introduced to reduce the masking effect of the distortion
signal by the stronger main tone at the linearized output,
This additional loop can be implemented in sofiware as
follows:

Blnl= Bln -1+ Ky, [nh[n] &)
Yinl= fn—11+K v, [n]v][n] Cy
v [n] = v, [n]=Hnlv,[n] (5)

Based on the LMS analysis [5], the value of K, should
be properly chosen to ensure correct convergence:

0<K, <= (©)
P

Upon convergence, the system can be modeled as a
first-order feedback system (Fig. 2) where P; is the power
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of the input signal. »; and ¢, are, respectively, the noise
estimate and the converged value of ofn] at steady-state.
Clearly, the convergence time of «n] is alsc governed by
the value of K, The general tradeoffs between the
convergence accuracy and convergence time of the
adaptive loop are well described in the literature [1]. Note
that similar argument can also be applied to the error
cancellation loop and main-tone suppression loop.

ne
L/

Fig. 4 & 5 show the transient responses of all the loop
control parameters obtained by computer simulation
{MATLAB program) and experiments (using PHS input
signdl). Large reduction in the number of iterations
required for convergence was observed.
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Fig. 2 Error Extraction Loop Model o ;{f
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1Il. VARIABLE LOOP GAIN ALGORITHM R e -
Here, adaptive loop gain control is introduced for
achieving short convergence time and high convergence -
accuracy simultaneously. In the new algorithm, the o
updating formulas for the control parameters are modified .
as follows: s/ I (Constant Gain)
. ’ %}ﬁ Ir‘ )
oln—11+K,v,[n]v [n]- X |AP} |aR|> G, 87
O P R Al apjsc, 7 fa/
n- v Anlv,[n el =Yg §uf,  (Veriaic Gald
= Bln-11+Kv, [nlv.[n]- X,|aP,1  1AR|>G, ® # ——
= . 03]
Bln—11+K gy, [nlv,[n] AP, |<G, o Q (Conseant Gale)
. S €3 (Variabic Glain}
nl= A =11+ Kyv, [l () X |AF, | |AF,|> G, (9) TR TR R BT T e
Hn—11+K v, [n]v[n] AP, <G, iteration
where A is the gradient operator; X, Xgand X, are scaling
factors. G, Gp and G, are threshold constants that k)
determine whether a feedback path with a constant or a
variable gain is applied (Fig. 3). Note that a constant loop _
gain is selected upon convergence and therefore the mean . o
square error (convergence accuracy) is solely determined T | (Variable Gain}
by the value of K, g .
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Fig. 4 Simulation results: Variable loop gain

Fig. 3 Error extraction loop model: Variable loop gain
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Fig. 5 Experimental results: Variable loop gain

IV. VARIABLE STEP-SIZE ALGORITHM

The second method involves the application of variable
step-size determined by the gradient of the control signal
itself. Subsequently, the contro] parameters are updated by
the following expressions:

[acl> s,

oln—11+ K,y [nl[n]+ T,Ac
a{n]:{ e aefss, 1O

ofn =1+ K,v,[nly/[7]

i Bln-11+Kv, [nv[nl+ T;A8  |af]> S, (an
Bln-11+K gy, [n]v,[n] |6Bl< s,

= J{nkl]+KrvLo[n]v:[n]+TrAy IAJ/i>Sy (12)
An—11+K v, [n]v][#] |Ax<s,

where S, S and S, are the gradient thresholds; T, 7 and
T, are scaling factors. Fig. 6 shows the system model in
which an additional feed-forward path is inserted to speed
up the convergence rate of the adaptive loop.
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Fig. 6 Ervor extraction loop model: Variable step-size

The system transfer function can therefore be derived as:

o T,s"+PK,

o, T,s’+s+PK,

(13)

[4

To ensure convergence, the real part of the roots of the
denominator should be negative (6], which yields:

(14)

0<T, <
4PK,

[

Fig. 7 & 8 show the simulated and measured transient
responses of the loop control parameters. Reduction in the
number of iterations by a factor of 2-10 was found,
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-Fig. 7 Simulation results: Variable step-size
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Fig. 8 Experimental results: Variable step-size

V. CONCLUSION

The application of variable loop gain and step-size
algorithms to the design of DSP-based feed-forward

power

amplifier was described. Improvement in

convergence speed of loop control parameters was
confirmed by computer simulation and measurement
results.
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